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 Predictive analytics has become more than a necessity in today’s competitive market and technology 

based world. Traditional data analysis tools such as regression analysis, numerical taxonomy, cluster 

analysis, and other multivariate statistical methods are not sufficient anymore to handle all the complicated 

intricacies and big data sets. To compensate for these shortcomings, more advanced tools have emerged, 

which are based on artificial intelligence, pattern recognition, statistics, machine learning, and many other 

data mining tools. In this paper, we develop a model that focuses on collecting real-time data for the purpose 

of recognizing patterns in the retail and point-of-service business, and improving the sales and customer 

satisfaction. We were able to identify a large number of predictors affecting the behavior of sales; however, 

this particular paper focuses on one specific independent variable, the number of people involved in each 

transaction in a restaurant business. Breakdown of the model along with the results is presented, and a 

summary of planned future research, involving the impact of other predictors, is discussed at the end of 

the paper. One of the major benefits of this research, is the win-win-win approach to make sure that we 

optimize the satisfaction of all parties involved: management, staff, and customers. 

Introduction 

Statistical modeling has always been a necessary tool to analyze and predict the behavior of variables, such as sales, 

demand, prices, inventory, etc.  Understanding how a variable is changing by analyzing the changes of a different variable 

or variables is not an easy task.  In addition to figuring out which factors are best suited to predict the behavior of a variable, 

we have to deal with the daunting, ever-growing amounts of data available to us today.  More data has been recorded in 

the past five years than in all of previous human history, IBM (2013).    

According to Mayer-Schônberger and Cukier (2013), big data is being used to transform medical practices, modernize 

public policy, and inform business decision making. Inferential statistics such as estimating parameters and testing for 

causal hypotheses are traditionally based on statistical explanatory models, which tend to test these hypotheses and determine 

whether we have significant results to challenge these claims being made, rather than generating accurate empirical 

predictions, thus, the need for better predictive modeling. Real time prediction modeling is becoming a necessity in all 

fields and domains, due to better statistical tools and machine learning, and is replacing the traditional forecasting that 

relies mainly on past data to predict future results.   

Given the ability of collecting more and more data, businesses today are faced with the pressure of analyzing this data 

correctly and making better decisions involving their bottom line.  Data can now be collected in real-time and stored in the 

cloud.  This is a double edge sword, since the expectations are higher than ever to optimize performance and maximize or 

minimize the company’s deliverables. There is a significant amount of work that is taking place today in understanding 

what is needed to collect, clean, measure, analyze, and predict outcomes based on the data collected.  However, it has not 

always been a smooth ride in terms of understanding the necessity of data mining processes.  Friedman (1997) defined the 

field as vague since it depends on the experience and views of the definer.  Weiss and Indurkhya (1998) defined the field 

as the search for valuable information in large amounts of data.   

With the technology evolving, the need for integrating data mining and predictive analytics became more pertinent.  Liu 

et al. (2001) illustrated the benefit of time-series data mining by using fast-food restaurant franchise data.  They employed the 

Box-Jenkins seasonal ARIMA models to analyze and forecast the time series.  Shmueli and Koppius (2010) highlighted 

the need to integrate predictive analytics into information systems research.  This need was preceded by many other 

researchers such as Marcoulides and Saunders (2006) who focused on structural equation modeling, Petter et al. (2007) 

who concentrated on formative constructs, and Li and Hitt (2008) whose motivation was the selection bias. 
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Latest research includes Waller and Fawcett (2013), whose work focused on the transformation of supply chain design 

and management by data science and predictive analytics.  Similarly, articles by McAfee and Borynjolfson (2012), 

Davenport and Patil (2012), Barton and Court (2012), and Chen et al. (2012) all addressed the growing impact of business 

intelligence and analytics.  The rest of the paper will include the following sections: model methodology and results, and 

conclusion and future research. 

Model Methodology and Results 

In this paper, real time data from point-of-service businesses belonging to the same sector was collected.  An extensive 

analysis was done by taking into consideration multiple variables as potential predictors.  These variables can be placed in 

different categories to answer the following questions: how can we optimize the customer’s spending while increasing 

their satisfaction level?  How can we maximize the staff performance while keeping them incentivized?  

The transaction time of customer experience, including all the steps from arriving to leaving, is very similar in nature to 

the supply chain management process from order to manufacture to delivery.  These steps are recorded first by a point-of-

sale order tracking, and are finalized by an invoice.  What does good service mean? Does it automatically translate into 

more revenue (customer spending)? A happy customer can mean many things: more spending at the time of the encounter 

(tough to measure), a bigger tip (only beneficial to the staff, and not particularly an indication of improved spending), or a 

returned customer, which can also include better reputation.  This could also be materialized by potential new customers 

through word of mouth or social media.  Businesses also ponder the impact of optimal time as a necessary component of 

good service. 

This research focuses on one aspect of these multi-faceted issues, and that is how to optimize spending by looking at 

the number of customers involved in the transaction.  However, since it is very difficult to quantify the impact of time and 

good service, the model will focus on the number of people being served and will optimize the expected sales. In this 

research, the authors collaborated with Telative, Inc., a start-up in Boston, MA, which provides real-time data to managers 

and servers in sit-down restaurants (2015).  Telative aggregates data from existing restaurant technologies such as point-

of-sale, table management and social sites, as shown in Figure 1, to provide critical data in-the-moment to employees on 

the restaurant floor.  The company wanted to enrich the data provided to employees by providing predictive information 

to anticipate the needs of restaurant guests and improve the performance of restaurant employees.  

 

Fig. 1.  Telative software work process 

Using the Telative software and predictive analytics, we were able to develop a model that allows us to predict the sales 

based on the number of customers at any given table, regardless of the type of meal, and seasonality.  The model also allows 

us to have a better understanding of where a check is, in regards to where it is supposed to be, and gives direction in terms 

of how to get to the desired target sales.  Even though this model is based on only one predictor, we are in the process of 

implementing additional independent variables to see the impact on predicting sales.  There is no limitation on the number 

of predictors potentially used, as long as we take into consideration the multicollinearity of these predictors.   
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This process maximizes the customer experience, while allowing the server to benefit from more tips, and eventually 

maximizing the sales for the restaurant.  Figure 2 illustrates the different areas on the graph of where a check is, where it 

needs to be, and where it can get to if the server wants to go above and beyond. 

 

 

Fig. 2.  Real time monitoring 

The benefit of such model is that it reacts in real time, and it makes adjustments as the data keeps getting collected. We are 

not limited to what happened in the past, but instead, we use real-time to analyze, adjust, and make better recommendations.  

The model is being currently tested and implemented in several locations, and all the results have been positive.  Figure 3 

shows an example of the implementation of the model and the gain obtained. The “before” case indicates the number of save 

opportunities, which are calculated by considering the number of cases, for a specific time period, that are underperforming 

according to the lower tail of our model.  The number of saves and misses without using the suggested HUB system, are 

arbitrary and can go up or down depending on the server.  However, most of the time, the number of misses is a lot higher 

than the number of saves.  In other words, looking at these opportunities in real practice, we noticed that in most cases, 

these save opportunities go unnoticed, and even with the top servers, the ratio of saves to misses is still significantly low.  

On the other hand, the “after” window shows a similar number of save opportunities, and after only a month of using the 

system, we noticed a significant increase to the ratio of saves to misses.  We ran hypothesis testing of multiple cases of the 

before and after scenarios, and we were able to confirm our assumption that there is a significant increase in the save to 

misses ratio in all of the cases. 
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Fig. 3.  Before and after implementing the model 

Conclusion and Future Research 

This research has great potential by considering many different variables, such as, trends of the servers (years of experience, 

gender, behavior patterns, etc…), further analysis of seasonality impact (weekday vs weekend, holidays, lunch vs dinner, 

etc…).  In addition, the goal is to continue developing this model to not only optimize the amount spent by customers, but 

to pinpoint exactly the specific items on the menu to achieve that target by looking at patterns and trends of customers’ 

ordering habits.  Furthermore, the model will serve as a basis to optimize sales and customer satisfaction using real-time 

data for different retail stores and businesses. 
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